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Executive Summary

Stock images – images collected in special databases for 
wide and generic use – strongly influence the ways in which 
non-expert audiences think about and understand the 
topics they illustrate. This is why it is worrying that research 
has repeatedly shown that many stock images of artificial 
intelligence (AI) are misleading. 

This guide presents the results of a year-long study into 
alternative ways of creating images about AI, involving roundtable 
and workshop conversations with over 100 experts from 
fields including the tech sector, media, education, research, 
policy and the arts. Its aim is to advise people who work with 
images of AI – from journalists to communications officers, 
from educators to activists –on sourcing or creating the best 
images for communicating accurately and compellingly.

We start by explaining why the currently available range of 
stock images of AI is inadequate. The use of misleading 
images hinders people’s understanding of real technological 
developments; damages trust in systems as their impact is 
misunderstood; creates fears of technologies that do not 
exist while keeping people uninformed about existing threats; 
and reinforces existing stereotypes about the technology and 
who makes it.

This guide outlines elements to avoid 
in choosing or creating images of AI:

– The colour blue

– Descending code

– The human brain

– Science fiction references

– White robots

– White men in suits

– Anthropomorphism

– Variations on The Creation of Adam

We recommend considering the following criteria when 
choosing or creating images of AI:

Honesty Showing accurately what the 
technology can do, and nothing more.

Humanity Not depicting AI as human-like,
but showing people working with AI technology.

Necessity Not using images of AI when the story 
they illustrate is not about AI.

Specificity Using images that are specific to 
the type of technology or impact being discussed.

The guide concludes with a list of topics and areas in which 
our roundtable and workshop participants identified a lack 
of useful images, including images that: involve people; are 
aimed at children; represent the present state of technology; 
represent specific AI technologies including biometrics, 
image recognition, and classification; and are more inclusive 
and representative.
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Think of an image of AI you have come across recently.
Did it feature any of the following?

– A robot that looks like a human

– A glowing brain 

– The Terminator

– Michelangelo’s The Creation of Adam with a robot hand

– An overabundance of the colour blue 

If this is the case, it is because stock images with these 
features have been dominating public communication of 
AI, from book covers to news stories to policy reports. 
If your work concerns AI in any way you might simply be 
tired of these overworked stereotypes. But what is more 
worrying is that these kinds of images can seriously mislead 
non-experts about the nature of AI: 

– Abstract, futuristic or science-fiction-inspired images 
of AI hinder the understanding of the technology’s
 already significant societal and environmental impacts. 

– Images that relate machine intelligence to human 
intelligence, for example through representing AI as 
a mechanical brain, set unrealistic expectations and 
misstate the capabilities of AI.

– Images representing AI as sentient robots mask the 
accountability of the humans actually developing the 
technology, and equate AI with robotics.

– Threatening images of androids with guns sow fear 
about AI in general, but also mislead audiences’ 
expectations of what lethal autonomous weapons 
look like.

– These images tend to be laden with stereotypical, and 
potentially discriminatory, assumptions about gender, 
ethnicity and religion.

Research shows that non-experts tend to misunderstand what 
AI is, equating it with robotics or referring to science fiction 
portrayals of androids, rather than as a range of physical and 
digital technological approaches that process, synthesise, 
and make inferences from large amounts of information.1

This is a worrying finding, as AI technologies have become a 
widespread and highly influential, yet mostly invisible, part of 
our lives. People who do not understand what AI is, are unable 
to advocate for the ways the technology should or should not 
impact society.

The Better Images of AI project and database, launched in 
2021 to curate, commission, and advocate for alternative 
images that better represent the current state of technology.2

In 2022 its project team convened four roundtables to 
investigate the needs and wants of image users – including 
journalists, academics, marketers, communicators, artists and 
those in the technical community – and four workshops to 
investigate potential approaches to filling these needs, funded 
by the Arts and Humanities Research Council (AHRC). Based 
on these meetings, we have created this resource: a concise 
reference tool filled with key considerations that should be 
front of mind for anyone using or creating images of AI. 

Screenshot of the Better Images of AI free image library 
https://betterimagesofai.org/images
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“AI is always scary and 
always separates us from 
the people we’re trying to 

communicate with. […] [The] 
imagery is not fit for purpose 
in the sphere that we use.” 

CEO of an AI company
Roundtable 1

“We always use some 
waveforms and similar 

kinds of images in different 
colours and I always feel like, 

it’s not really passing the 
message that we want to talk 

about when we talk about 
diversity and inclusion” 

Founder of an AI company
Roundtable 1
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“I go to some of those
industry talks or panel 

discussions and so on, every 
time I see the same kinds 

of images repeating in 
each of those” 

Founder of an AI company, 
Roundtable 1

“Visuals that are currently 
available to the wider public

are not representative of 
AI and are harmful and 

misinterpret AI” 
Visual designer at an 

AI company, Roundtable 1

“[People are] quite limited by 
their own imagination, which is 
influenced by all of the images 
that they are already seeing.” 

Artist, Roundtable 4
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Results on 16th Jan 2023 for the Google Image search for Artificial Intelligence 
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Guidance for choosing and
creating better images 
So what makes an image a ‘better’ image of AI? From our workshop and 
roundtable discussions, we have distilled four principles: honesty, humanity, 
necessity, and specificity.

“It needs to be trusted,
and certainly not [a] kind of 
Terminator or white robot 

with headphones on”
CEO of a tech company

Roundtable 4

Honesty
Does the image show what the AI system can actually do, 
and nothing more? 

In the words of one of our roundtable participants, depictions 
of AI need to be ‘humble and honest’. This means representing 
the technology in a way that as accurately as possible shows 
what it can do, without extrapolating into an unlikely future. 
For example, an illustration of medical AI should not look
like a humanoid robot with a stethoscope, because no 
such technology currently exists, or is likely to be created 
in the future.

“try and manage people’s expectations in terms of 
what, realistically, AI and data science can achieve in 
the shorter term, but also to provide a way that is a
balance between being intriguing but being kind of 
honest with the audience” 

Communications officer, Roundtable 1

Humanity
Does the image show that AI is created by and for people?

AI is technology created and used by humans, not technology 
that looks and acts like a human. This is why, instead of 
depicting AI as people, images should show what people can 
do with AI. Images should include people representing the 
many groups involved in the development and deployment of 
AI, including software engineers, data labellers, and of course 
end users. A participant noted some existing thoughts given to 
criteria for representing humans, with examples.3

“with … AI, it’s really important that we try and show the 
truth, which is: the human is always in the loop and … it’s 
part of, you know, integrating it into [the audience’s] worlds. 
It’s not some sort of fiction thing.”

Journalism professor, Roundtable 2

Necessity
Do you need to show an image depicting AI?

Our participants argued that it is not always helpful to focus 
on illustrating the AI element of the story rather than other 
elements. A publication about AI in agriculture, for example, 
should rely as much on agriculture imagery as on AI imagery 
– and blending the two will lead to visuals that are much more 
captivating, original, and accurate than existing generic stock 
images of AI.

Specificity
What kind of AI technology are you showing exactly?

‘AI’ can mean many things, and encompasses many 
technologies. Images should be specific to the type of 
technology, application, or impact that is being discussed. 
Many types of AI are represented with generic android images 
where in reality no robots are involved.

3. Shneiderman B (2022) In: OUPblog. Available at: https://blog.oup.com/2022/03/
behind-the-cover-visualizing-human-centered-ai/ (accessed 30th January 2022)
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Descending code

These images are usually explicit references to the Matrix
films (1999-2021). On the one hand, they refer to a dystopian 
science fiction scenario in which humans are enslaved by AI. 
On the other hand, to those for whom the link to these films is 
not clear, the images can be alienating by presenting AI as a 
wall of incomprehensible symbols.

White robots

Depicting AI as robots that are white in colour, ethnicity, 
or both, associates intelligence with being white. Such images 
serve as a barrier to increasing racial and ethnic diversity 
in AI development and decision-making, and exclude the 
global majority.5

The colour blue

In the Global North, the colour blue has been associated with 
progress, and particularly technological progress, since the 
nineteenth century. However, it also has connotations that 
are not always desirable in the context of AI: blue can also 
be seen as male, clinical, and distant, and using the colour 
nudges people towards acceptance and resignation.4

Science fiction references

Twentieth century science fiction has shaped people’s 
expectations of what AI is, or will soon be, more than 
any single existing technology. Stock imagery both 
makes use of general science fiction tropes such as flying 
cars, spaceships, and of course robots, and at times borrows 
heavily from specific science fiction films and games such as 
The Terminator, 2001: A Space Odyssey, and Minority Report.
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Variations on The Creation of Adam

Based on Michelangelo’s religious fresco The Creation of Adam
on the ceiling of the Sistine Chapel, use of this composition of 
touching hands makes AI seem mystical and unknowable. It 
reinforces narratives of AI as a god-like technology, denying 
human agency and control, and meanwhile elevating the AI 
developer to divine status.7

The human brain

Although a very small part of AI research attempts to 
reconstruct the human brain in electronic form, generally 
AI and human brains have very little in common. Equating the 
two misleads people into thinking that machines can, or will 
soon be able to, do anything a human brain can do. In fact, 
AI technologies are highly specialised.

White men in suits

This trope reinforces stereotypes about the kind of person 
who is in control of AI. Aside from its obvious gender and race 
connotations, it excludes all those involved in AI who do not 
feel represented by suits, including developers, data labellers, 
and rare earth miners. These images focus on power, not the 
impact or applications of AI.

Anthropomorphism 

Anthropomorphising AI (making it look like a human) masks 
the agency and accountability of those who have made the AI 
system, by suggesting that AI acts independently and of its 
own free will.6 Even when a robot runs on AI technology, such 
as robots that integrate object recognition, the robot tends not 
to look human at all. Images of humanoid robots can also 
sow misplaced fears about AI overthrowing or replacing 
humans. Making AI look like a human also means assigning 
gender and ethnicity to it, which leads to stereotyping.

Pictures that show humanoid robots in deep contemplation, 
or tackling difficult maths problems on a blackboard, 
reinforce unrealistic fears and expectations about AI achieving 
human-like intelligence, or even ‘superintelligence’, imminently. 
This overshadows current concerns about AI and overhypes 
present capabilities. AI does not ‘think’, it is a programme 
executing algorithms.

4. Romele, A. Images of Artificial Intelligence: a Blind Spot in AI Ethics. Philos. Technol. 
35, 4 (2022). https://doi.org/10.1007/s13347-022-00498-3

5. Cave S and Dihal K (2020) The Whiteness of AI. Philosophy & Technology. DOI: 
https://doi.org/10.1007/s13347-020-00415-6.

6. Bryson J (2018) The Moreal, Legal, and Economic Hazard of Anthropomorphizing Robots 
and AI. In: Coeckelburgh M, Loh J, Funk M, et al. (eds) Envisoning Robots in Society – 
Power, Politics, and Public Space. IOS Press, pp. 11–11. Available at: https://ebooks.
iospress.nl/doi/10.3233/978-1-61499-931-7-11..

7. Singler B (2020) The AI Creation Meme: A Case Study of the New Visibility of Religion
in Artificial Intelligence Discourse. Religions 11(5). DOI: 10.3390/rel11050253.
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“what I hadn’t seen… I had 
not been able to conceptualise 

what an illustration for an ‘African 
women in AI’ report would look 
like […] I basically drew a blank. 

I couldn’t think of anything beyond 
brains and neurons and blue.”

Researcher from Nigeria,
Roundtable 4
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“AI and other areas of future 
tech that maybe don’t have a
physical device, how do we 

represent them better?” 
UX designer for a national 

media company, Roundtable 4
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Find out more: www.betterimagesofai.org

http://www.betterimagesofai.org
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The Better Images of AI library launched in December 2021. 
Since then, we have encountered a high level of demand for 
new images and advice which we are not funded to satisfy. 
This is particularly the case for more images and inspiration 
from the Global South. If you can get involved or simply 
spread the word, it will help us to keep providing free insight 
and images to reduce damaging misconceptions about AI.

blog.betterimagesofai.org

https://www.bbc.co.uk/rd
https://weandai.org/
http://lcfi.ac.uk/
https://www.adalovelaceinstitute.org/
https://alltechishuman.org/
https://www.burg-halle.de/en/
https://www.turing.ac.uk/
https://www.digicatapult.org.uk/
https://fcai.fi/
https://www.surrey.ac.uk/artificial-intelligence
https://www.ai.se/en
https://www.feministinternet.com/
https://www.aixdesign.co/
https://aihub.org/
https://uni-tuebingen.de/
http://www.betterimagesofai.org


w: betterimagesofai.org
e: info@betterimagesofai.org

Better Images of AI
@ImagesofAI

http://betterimagesofai.org
https://www.linkedin.com/company/better-images-of-ai/
https://twitter.com/ImagesofAI



